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Basic concepts
A Sample spaceU : set of all possible events
A Elementary events P disjointeventsvith asingleoutcome

A Set of .events; : some or all subsets 0f that is the power set U:
"OP qU and an algebdefined on i{DAlgebra

A Events =h||t8 :subsets ofQcan be elementary or complex
A Probability measured d@ Tth real valued additive function
A An eventhasprobability: eg DO Ooh 6 6 etc

A Certain evend m  p, impossible eveni n Tt

A The triplet QD defines a probability space

2019. 02. 27. 2



Event algebrao example

chnology and Economics
Faculty o, f Transportation Engineering and Vehicle Engineering

Dice Roll

A Sample spaceU :{1,2,3,4,5,6, even, odd, =83

A Elementary events P :{1,2,3,4,5,6}

A Set of considered eventsy :eg:{",1,2,3,4,5,6, even}

A Events =h||I8 : {2, even, greater than 3 and odd, 444,

A Probability measure0d@ mip :0f avor abl e cases/ p
A An eventhasprobabilitye.g0 6 O 6 ) 6. 6 etc.

A Certaireventd m  p,impossible evernt 1 T

A The triplet i@V defines a probability space

2019. 02. 27. 3




A Conditionaprobability(definition

Event algebrao conditional probability

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering
Department of Control for Transportation and Vehicle Systems

(

0(518) h

0Gr8) 0@18)0©B) 0(316)0
A Independenévents

0(6[6) V@) T i0(6|6) 0(6)

5Br6) 5D 6

A Collectively exhaustive events

6 U 6ro I

2019. 02. 27.



Correlation and causality

University of Technology and Economics
Faculty of Transportatio

A Consider two evensand® with the following inequality
0(O6DH) 0 6s O

A What does it indicate?

Dice roll examplel ® ,0 AOAI

0C @ ) pfp 0O( AOAD -

LHS 0(6D) ' % — as expected

—
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Correlation and causality

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering
Department of Control for Transportation and Vehicle Systems

A B

p(B) —p(ANB)

RHS (s 0)

() . r 7
7

A Theinequality (6H) 0 6s 6 seems to indicate that ev@rihcreases the
probability of evert and there is an asymmetric relation between them

A The relation is symmetric actually

Tt cannot roll 6 and odd at the same time

—
2019. 02. 27. 6



Correlation and causality
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WELL, GENTS! IT UHHH... YOUR GOOD THING THAT
LOOKS LIKE OUR CHART'S LIPSIDE DIDN'T CHANGE
PROFITS ARE ON DOWN . ANYTHING!

THE RISE!

Y

PROFITS

A

I

//

S11408d

I

i

| Cyanide and Happiness © Explosm.net |

A 0(6D) 0 6s 6 andd(6H) 0 O6s 6 implies the same, symmetric relation:

A Eventsd andd are correlated but no casual relation can be read out from these inequalities

A Either there is a causal relation betweamd®d or there is a common cause

A Think about: smokingyellow finger tip8 lung cancerwater level in Venie@rice of bread in London

—|
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Monty Hall problem
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Monty Hall problem

the prize is behind door

1/3

1 Hall opens Hall opens Hall opens
8 door 2 or 3 door 3 door 2
O
o
% 2 Hall opens Hall opens Hall opens
o door 3 door 1 or 3 door 1
[
=3
O
> 3 Hall opens Hall opens Hall opens
door 2 door 1 door 1 or 2

2019. 02. 27.

1/3

Car

location:

Door 3

Host
opens:

Door 3

Door 2

Total
probability:

1/6

1/6

1/3

1/3

Stay:

Car

Car

Goat

Goat

Switch:

Goat

Goat

Car

Car



Monty Hall problem

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering

A So we are better off changing our mirf:-

A But why not 560%7?

The situation when the host opens a door In
advance and you choose from the two remaining
doors is the same or not?

Not the same, because the action of the host
depends on our choice

The host tells us information by opening a door

2019. 02. 27.
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Baye

A Law of total probabilities

0(0) 0(0r 6)

A Bayegheorem

0(0]6)0 6

stheorem

g ing and Vehicle Engineering
Department of Control

for Transportation and Vehicle Systems

Al

I

Usual terminology
Posteriord 6 9
Prior:0 6

Likelihood 0 0
Evidencemarginalikelihood 0 6

—



Bayesian inference

University of Technology and Economics
i gi ing

Faculty of Transportation Engineering and Vehicle Engineerin

Application of the Baydiseorem for hypothesis testing
A We have a prior probability, that hypotti€sstrued O

A We observe an evédtwhich is the evidence or observation anc
associate the probabiliy:O

A The
A The

ikelihood tha® happens giveéis true isb OO
posterior probability th@lis true is given by

0

0(OSOV O

(4O 0

0(OSOUV O

0(GQu(0O v(0s QU O

2019. 02. 27.
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Hypothesis testo loaded coin

est University of d Economics
Faculty o, f Transportation Engi ineering and Vehicle Engineering

A Someone is tossing a coin in the next room and tells us the results

A We have two hypotheses
The coin is loaded and produceB A A Av@th 70% 0
The coinis fairand doest P v TP U

A We give probabili§ (0) that the coin is loaded (at the beginning)
A Based on what we hear, how shall we change our belief?
A The probabilities of the outcomes conditioned on the hypotheses ¢
0( EAAAID) ™ 0( OAEIN) ™
0( EAAAIOD) ™ o( OE] 0) 15
—|
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Hypothesis testo loaded coin

Budapest University of Technology and Economics
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A Say the first toss givesE A A Awhich results in:
D@ 0@ EAAAO

v 0( EAAAIG O
0( EAAAI®L 0 0( EAAAIONDD ©

A If we would have O AOE Instead:

V) T ORETS 0 0( OAET OO0 O

2019. 02. 27.
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Hypothesis testo loaded dice

With a concrete prior belief:(0) 1@
A 1. outcome: EAAAO
X T8

0 (0
O e o m p
A 1. outcome: OAEI] O

T @

T T
e T8 T p TE

0 (0) ™ o

2019. 02. 27.
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Hypothesis testo loaded dice

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering

If we gettwo E A A Aia row:
0O v 0s EAAAO

v X T8O
U (L)
X TRe ™ p TEP
A The second evidence also increases our belief but with a smaller amount

A This is a recursive process where we use the last result as prior

A We can have more than one concurrent hypotheses about a parameter (o
variable)

A In fact we can have continuously many hypotheses (from a parameter spe
a state space)

2019. 02. 27.
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Binomial distribution

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering
Department of Control for Transportation and Vehicle Systen

A The probability to gé®success from trlals s e
sCatR)  (Qh o N
An is the probability of one trial to succeed & S
A’?’QS the free Varlable g1 é...a...;:lto.-' '..:2:0 '-.;] ......... 470
€ . S . i © - .
(”‘K‘) X A)A is the binomial coefficient ! :- + _l U

. % zi
+ 4ap® + p

(b)=

A Pronouncet chooseQ
AYou can choos@out of ¢ that many ways

2019. 02. 27.




Binomial distribution

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering
Department of Control for Transportation and Vehicle Systems

Normal p.d.f.

A Coin flip
A 6 trials

A Getting 3 heads and 3 tails is the most § |
probable outcome =

A Increasing the number of trials will produce
Gaussiatlike histogram |

Binomial p.m.f.

0.2 f

0k

—
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Central limit theorem

Budapest University of Technology and Economics
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%% Central limit theorem
% Dice roll
n=1e4,

R = sum( round (6* rand (n)));
histogram (R)

Tossing a coin n times and getting k heads

A https://phet.colorado.edu/sims/html/plinkgrobability/latest/plinkeprobability _hu.html

—
2019. 02. 27. 19
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Normal distribution

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering

A Is the limit of the
Binomial distributiord "TEM) © 0 "TE e np N
Poisson distributiom: ). © § "L h
Chisquared distribution. Q©° 0 ¢ Q i e e e
A Generally, the sum of independent, identically distrlouted random variable
tends toward a normal distribution
A For a given mean and variance this is the maximum entropy distribution
It is the least informative distribution
It minimizes the information that we assume to be there
Physical systems generally move towards equilibrium, that is maximum entropy
A It has nice mathematical properties

—
2019. 02. 27. 20
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Normal distribution
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f(a; p,0%) = gjﬁe_%(mf_’uy.

68-95-99.7 Rule

0.40 1
AN PavaN V 4 | 0.35_
AN OKEMRA V
ALY 2
O 0.251
>
£°0.20-
._5
M 0.15
9
£ 0.10-
0.05 1

0.00-
u—=30 u—-20 U—-o 3 Uu+o u+20 U+ 30

2019. 02. 27.
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Create Gaussian noise

Budapest University of Technology and Economics <
Faculty of Transportation Engineering and Vehicle Engineering

A Usually we have a random number generator
We can generate a random number

The standard deviationyi& x=sum( rand (12, led))
The mean is 0.5 M
Algorithm X=x+ 8
Add 12 random numbers (p p histogram (X, normalization
1" X pdf ')
Subtract 6 M, P hold on
. . = -
Multiply by the desired STD g*si(gma:o_w sigma )+ mu
Add the desired mean plot (tnormpdf (t, 8,3))

—!
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Gaussian vs White noise

Budapest University of Technology and Economics
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A Gaussian noise and white noise are not synonyms
Gaussian refers the distribution of the amplitude

White means that the values are not correlated in time. The intensity
the same at all frequencies and the PDF can be any

A A random signal can be white and Gaussian
This Is a desired property
Tractable analytic models
Good approximation of rewaforld situations

A Additive White Gaussian Noise (AWGN)

2019. 02. 27. 23



Multivariate normal distribution
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A Joint and multivariate distributions are
synonyms

A4

"@o) "Wk hid B ho)

° apPo 1 4 o Mﬁ o
J@) AKX o

00000
00000
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Modelling uncertainties

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering

A Additive noise acting on the motion and sensor model|
g ¢ QD) v
Uu Q@) U
random deterministicrandom
A How do we create probabilities from these random variables?

A SincegandUare usually continuous variables, the probabilities of
taking specific values are zero.

A However@andUresiding in some regidYand Yhave nonzero
probabilities

00 D 5 U N YD

—
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Modelling uncertainties

Budapest University of Technology and Economics
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A The probability mass is given by integrating the probability density over a rec
0@ ("Y@) A@@AG  OUNYD)  AUB)HAU
N(49J ) is the probability density function associated to the uncertain motion model

n(UQ) is the probability density function associated to the uncertain sensor model
A If the additive noise is zero mean Gaussian

J

N9 ) AQ(D )Hh,
A Similarly for the sensor model
nug) = UiQ@)h,

2019. 02. 27. 26



Hidden Markov model (HMM)

y of
Faculty of Transportation Engineering and Vehicle Engineerin

A In the context of state estimation (robotics) the value to be
estimated Is the state (or state vector in general) of an object «

an ensemble of objects

A The state in unknown to us (hidden) and possibly evolves in til

the system has dynamics

A We can observe the system and obtain a limited amount of

Information, for example
Partial observation of the state
Noisy measurements

2019. 02. 27.
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Markov assumptions
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A The current state depends only on the previous state
nolo M BMH) Noo
A The measurement depends only on the current state

nNojloh MM) [MO0D

2019. 02. 27. 28



RecursiveBayesianestimation (in discrete time)

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering

A Estimate the state vectotiaiestepQusing measurements upQo

N |Uq, ) () g4 56 15) (816 ) 6 This was the
. , ® d B 0(0®)0 6 Bayestheorem
A The denominator is constant and can be expressed as

nugy ) nUB)HN@YU HAZ

A The prior, with the help of a model of the system is obtained from the pervious
posterior through the tin@ediction integral (ChapmKnlmogorov integral):

@Yy ) AGL @ Ly A

motion modelprevious posterior

2019. 02. 27. 29



Accuracy, precision
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The quality of a sensor can be described , "eeencevae

by its precision and accuracy sty Accuracy

A Accuracy / \
A Measures the systematic error (bias) :
A Related to the mean of the measurement “Precision o

A Precision
A Measure the random error (variability)
A Related to the variance (standard deviat
of the measurement

2019. 02. 27.



Terminology In estimation

Budapest University of Technology and Economics
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A Statistic: a function of the data

A Estimator: a function of the data that intends to describe some
property of the underlying distribution

A statistic is not good or bad( or biased or unbiased). It is just a function

An estimator can be good (unbiased, minimum variance etc.). E.qg.: the sa
mean is an unbiased estimator of the expected value

A Filtering: estimat® based on measuremettg
A Prediction: estimate  based on measuremefitg
A Smoothing: estimate based on measuremedtg

2019. 02. 27. 31



Metric 0 Euclidean
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Cal cul ate or eal di stanced fr «
A Distance of two points in 3@ 0 D

Qi) Vo o) (W @) @ &)

Euclidean metric (in Cartesian coordinates)
Are there other ways to get a distance?

2019. 02. 27. 32
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Polar coordinate system
A 1AT-0
Aw 10BI

We can also have

cylindrial toroidaletc

_ \/i i cii AT O
coordinate systems

2019. 02. 27.

Q J@ o)

(0 w)

33



